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The term 3 D simply means 3 dimensions and it includes length, breadth and depth (height). The dimension of a space or object is informally defined as the minimum number of coordinates needed to specify any point within it. Any one-dimensional entity will require only one co-ordinate to represent a point on it. For example a line is having one dimension. A point on a plane needs two co-ordinate system to represent it and so it is having two dimensions. A three-dimensional system like a cube requires three co-ordinates to represent it.
 The three-dimensional systems in the world are represented in two-dimension using an image. The images which are formed separately in the two eyes (left and right) are processed in the brain and it helps us to perceive things in the world in three- dimension. The normal image which is obtained using a camera is of two- dimension and there is no information about how far the objects are from the point of capture and in other words there is no depth perception. The depth perception is the visual ability to perceive the world in three dimensions (3D) and the distance of an object.
 The neurosurgery makes use of imaging techniques for planning the surgery and instruments like microscopes and endoscopes while performing surgery. All these provide the representation of the deep structures present in the body in the form of two-dimensional images. The neurosurgery demands for high precision and good depth perception. Therefore, incorporating the 3-dimensional information with all these is very important for an efficient and safe neurosurgical operation.
3D/ Stereoscopy
The word stereoscopy is derived from the Greek words stereos which means, "firm, solid" and skopeō, "to look" or "to see”. The stereoscopy is concerned with, or relating to, seeing space three-dimensionally as a result of binocular disparity. The human eyes are approximately two-and-a-half inches or 6cm apart (‘interocular distance’ (Fig 1.1)), so they see the same image from slightly different angles and perspectives. The brain then combines these two images in order to gauge distance. This is called binocular vision. Stereo vision, or ‘Stereopsis’, is a result of good binocular vision, wherein the separate images from two eyes are successfully combined into one 3D image in the brain. The images in Stereoscopic 3D are obtained and displayed in such a way that it is an attempt to replicate what we see with our own two eyes. So, stereoscopy creates the illusion of three-dimensional depth from images on a two-dimensional plane.
[image: ]
Fig 1.1: interocular distance
Human eye and 3 D	
The human eyes provide different lines of sight and it leads to a difference in the image obtained. Parallax is a displacement or difference in the apparent position of an object viewed along two different lines of sight. The Fig 1.2 shows the change in the position of the object when viewed from viewpoint A and viewpoint B. From viewpoint A the object appears to be in front of blue background whereas from viewpoint B it appears to be in front of the red background. This clearly illustrates that there is a change in the apparent position also in the line of sight of the left and right human eyes which leads to the different images from a particular vision point. This parallax is the basis for the perception of depth by the brain.
[image: ]
Fig 1.2: parallax
	The human eye has the ability to adjust the focal length according to the distance of the object and both the eyes work simultaneously to accommodate the object. When the eyes move laterally, in the same direction, this is called a version. When the eyes move in opposite directions, to an object closer than where the eyes are pointing or farther than where the eyes are pointing, this is called a vergence. When the eyes move in, it is a convergence eye movement; when the eyes move out, it is a divergence eye movement. The effect of convergence and divergence eye movements is to be considered for the good 3 D effect to be created.
3D Cinematography
When shooting a 3D image, two cameras are used to capture separate images of the same object from slightly different angles at one fixed viewpoint. When played back on a plano-stereoscopic display, the left image is shown only to your left eye and the right image only to your right eye. The brain then fuses these two images to give you a perception of depth. A pair of matched cameras, typically spaced at roughly adult eye ‘interocular’ distance is used to capture the image. This horizontal offset produces a binocular disparity. This binocular disparity, together with other information in a scene, including the relative size of objects, occlusion, shadows and relative motion, is processed by the brain to create depth perception. The distance between the left and right camera is called the ‘interaxial’ (Fig 1.3). By adjusting the interaxial distance between cameras, we are able to dynamically increase and decrease the depth in a scene.
[image: ]
Fig 1.3: interaxial distance
The convergence point determines where the object appears in relation to the screen.
Convergence can be adjusted by toeing-in (an inwardly-angled adjustment) of the cameras or by horizontal image translation (H.I.T) in post-production. Simultaneously manipulating the convergence and the interaxial as shown in Fig 1.4 gives control over the depth, and the placement of objects within that 3D space.
[image: ] [image: ]
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Fig 1.4: manipulation of convergence and interaxial
The parallax in 3 D cinematography refers to the separation of the left and right images on the display screen. The Fig 1.5 shows the different screen parallax. In positive parallax, the objects appear behind the screen. The image is shifted to the left for the left eye and to the right for the right eye. In zero parallax, the objects appear at the screen plane. The left eye and right eye image are in the same position on the screen. In negative parallax, the objects appear in front of the screen. The image is shifted to the right for the left eye and to the left for the right eye.
[image: ]
Fig 1.5: Screen parallax
In the real world, our eyes focus (accommodate) and converge at a single point. When viewing 3D, our eyes always focus on the screen but may converge anywhere along the Z-axis. Extreme convergence can cause the eyes to turn excessively inward as a result the audience will not be able to fuse the 3D image. Infinity Deviation is the amount of background divergence. If this divergence exceeds the human interocular distance, it can cause the eyes to turn outward, which is both unnatural and extremely uncomfortable – as a result the audience will not be able to fuse the 3D image because of this unnatural eye movement and will quickly experience eye-strain and fatigue. The Fig 1.6 represents the convergence and divergence of the eyes.
[image: ][image: ]
Fig 1.6: convergence and divergence 
	While viewing 3 D on the display, the audience uses 3 D glasses for the 3 D effect and the different type of 3 D glasses are as follows.
a) Circular Polarization (Passive glasses)
Each image is circularly polarized by the display and shown together. The left eye is polarized clockwise and the right eye is polarized anticlockwise. The glasses also have a circular polarizing filter for each eye in which the left lens filters or blocks out the right eye image and the right lens filters or blocks out the left eye image. They are referred to as ‘passive’ because the glasses do not require any power to operate them. Passive glasses (Fig 1.7) are very cheap to manufacture and buy.
[image: ]
Fig 1.7: Passive glasses
b) Shutter (Active glasses)
[image: ][image: ]Active glasses contain LCD lenses that alternately ‘black-out’ each eye depending on whether the right or left image is being displayed on the screen. The shuttering occurs in complete synchronization with the images, and happens so rapidly that we don’t notice the shutter-effect. They are referred to as ‘active’ because they require a battery to operate the synchronization sensor and LCD lenses. Active shutter glasses (Fig 1.8) are relatively expensive to manufacture and buy.






	
Fig 1.8: Active glasses
c) Anaglyph
The two images are individually coloured (typically red and cyan) and then superimposed as a single image. Through the use of similarly coloured filters in the glasses, each eye sees only its correct image. Fig 1.9 shows the anaglyph glasses.
[image: ]
Fig 1.9: Anaglyph glasses
The 3 D effect is generated as discussed above and this is the basic method followed in all 3 D projections and so forms the basis for understanding the 3 D in microscopy and endoscopy which is discussed in the later chapters.
3 D in Microscopy
In recent years, neurosurgery has been deeply influenced by new technologies. Computer Aided Surgery (CAS) offers several benefits for patients’ safety but fine techniques targeted to obtain minimally invasive and traumatic treatments are required, since intra-operative false movements can be devastating, leaving patients dead. The precision of the surgical gesture is related both to accuracy of the available technological instruments and surgeon’s experience. In this frame, medical training is particularly important.
The existing technique in the microscopy provide a three dimensional view to the surgeon performing the surgery but the surgeon has to place himself in front of the microscope as shown in Fig 2.1 with his eyes focusing on the surgical spot through the eyepieces which is ergonomically stressful. Also, the assistants watching the surgery through the display will see only a two-dimensional view. The three-dimensional view in the microscopy can improve the medical training and stereomicroscopic techniques are used to introduce 3 D in microscopy. 
[image: ]
Fig 2.1: The existing neurosurgery approach using microscope
Stereomicroscopy for 3D
The stereomicroscopy means that the stereoscopy is incorporated in the optical microscopic technique to provide a three-dimensional view of the surgical field. Recently, the high-resolution three-dimensional stereoscopic images are reproduced in such a way that it allows a direct watching of microscopic imaging. Because of the perception of depth, the 3D stereoscopic imaging has various applications.
The industry has been trying to create a 3D display for more than 10 years by using a wide range of pure optical schemes. Glasses and helmets, microlens screens, and a parallax barrier,  did not satisfy customers and had insignificant commercial success. There are a number of reasons for this: poor quality of 3D images, physiological and psychological problems including the "fatigue" effect, high price of the end unit, and dramatic changes needed for adoption to entertainment, and monitor manufacturing industries. Recently, there has been significant development in the field of stereoscopic imaging devices because of technology improvements, and all the research on stereoscopic devices has focused on the new 3D display technology. Hence, there is a need to develop an image acquisition, recording, and playback device and search for a stable display method in the operating microscope field. 
The earlier studies show that in medical education, the depth perception can be enhanced by displaying stereoscopic video content to medical students on personal stereoscopic displays. Although multimedia teaching cannot replace hands-on experience or direct contact with patients, in many cases physical presence in a theatre is no longer necessary to understand the idea of surgical concepts that are designed to remove pathology and preserve intact structures plus restore function. From these earlier results it can be concluded that a stereoscopic image displayed in high resolution on one large screen could facilitate orientation for the junior surgeon so that the right surgical plane is found and maintained while image resolution is still comparable to the original optical image. The study on a laparoscopic model shows that stereoscopy made no difference to the operation time of an experienced surgeon, although it facilitated orientation and reduced operation time for inexperienced surgeons compared to monoscopic vision. Although the system can require all viewers to wear polarized filter glasses, the stereoscopic viewing impression is robust against position changes and the number of viewers.
Stereoscopy devices have been used in the operation theatre before, either as a standalone solution or in combination with three-dimensional volume rendering from computer-assisted surgery. However, these devices have rarely served as the main source of visual information for the surgeon, as their resolution is limited. In modern techniques, stereoscopic video in high-definition resolution has been used to replace the direct microscopic view to perform surgical applications.
There are three steps involved in introducing 3 D in microscopy and they are:
a) Stereoacquisition
b) Stereoimage processing
c) Stereorecording and display
Stereoacquisition
The stereo microscope uses two separate optical paths with two objectives and two eyepieces to provide slightly different viewing angles to the left and right eyes. In this way it produces a 3D visualization of the sample being examined. There are two major types of magnification systems in the stereo microscopes. One is the Geenough type, which is fixed magnification in which primary magnification is achieved by a paired set of objective lenses with a set degree of magnification. The other is a center mounted object (CMO) type that has zooming or pan pancreatic magnification, which are capable of a continuously variable degree of magnification across a set range. In order to acquire the stereoscopic image we have to use the CMO type, which is easy to attach to the CCD camera or order device. Fig 2.2 shows a schematic diagram of the stereoscopic image acquisition system using the CMO type of the stereo microscope. By adding the beam splitters in the two optical paths of the stereo microscope we can acquire stereoscopic video images through the CCD cameras and the eyepieces are always the same. The system is a manufactured basic structure of the parallel stereo camera, which is two small HD CCD heads attached on a special camera base device.
[image: ]
Fig 2.2: Stereoscopic image acquisition system
Stereoimage processing
The image processing of the stereoscopic images is done based on the stereovision technique to obtain the depth or distance of the region of view from the point of vision.
An artificial stereo vision system uses two cameras at two known positions. Both cameras take a picture of the scene at the same time. Using the geometry of the cameras, the geometry of the environment can be computed. As in the biological system, the closer the object is to the cameras, the greater its difference in position in the two pictures taken with those cameras. The measure of that distance is called the disparity. Fig 2.3 illustrates the geometry of stereo vision. In this example, the optical axes of the cameras are aligned parallel and the camera optical centres are separated by a baseline of distance, b.
[image: ]
Fig 2.3: Goemetry of stereovision
A coordinate system is attached in which the x-axis is parallel to the baseline and the z-axis is parallel to the optical axes. The points labeled “Left Camera” and “Right Camera” are the optical centres of two cameras. The distance f is the perpendicular distance from each optical centre to its corresponding image plane and it is the focal length. Point P is some point in space which appears in the images taken by these cameras. Point P has coordinates (x, y, z) measured with respect to a reference frame that is fixed to the two cameras and whose origin is at the midpoint of the line connecting the optical centres. Plane passing through the optical centres and a point in the scene is the epipolar plane and the intersection of the epipolar plane with the image plane is the epipolar line. Point in the scene that is visible to both cameras (binocularly visible) will be projected to a pair of points in the two images and they make the conjugate pair. The projection of point P is shown as Pr in the right image and Pl in the left image and the coordinates of these points are written as (xr, yr) and (xl, yl) in terms of the image plane coordinate systems shown in the figure.  Note that the disparity defined above is xl -xr. Using simple geometry,




Note,

These equations can be rearranged to solve for the coordinates (x, y, z) of Point P.



The above equations show that distance is inversely proportional to disparity and that disparity is directly proportional to the baseline. When cameras are aligned horizontally, each image shows a horizontal difference, x l x r , in the location of Pr and Pl, but no vertical difference. Each epipolar line in one image has a corresponding epipolar line in the other image. The image processing is done in order to arrange the epipolar lines in a particular horizontal line. These two matching lines have the same pixels, with a disparity in the location of the pixels. The process of stereo correlation finds the matching pixels so that the disparity of each point can be known. Note that objects at a great distance will appear to have no disparity. Since disparity and baseline are proportional, increasing the baseline will make it possible to detect a disparity in objects that are farther away. However, it is not always advantageous to increase the baseline because objects that are closer will disappear from the view of one or both cameras. Thus, the disparity of all points in the image is measured and a disparity map is also calculated.
Stereorecording and display
The HD stereoscopic image recording uses the general rule of the 3D format because stereoscopic images are limited by memory capacity, processing time, synchronization problem between left and right video signals, and processing time for the en/decoding. The devices for the general rule of the 3D format are generally called 3D Mux (multiplexer) and 3D DeMux (demultiplexer). The 3D Mux has the function of compressing two channel video signals into one channel and the 3D DeMux has the reverse function. There are two types of 3D Mux/DeMux of the frame sequential and spatial compression (side by side) methods. Fig 2.4 shows 3D Mux/DeMux of the two types of 3D formatter. 
[image: ]
Fig 2.4: Schematic diagram of 3D Mux/DeMux for two types of the 3D format.
For the stereoscopic display system for a microscope in medical applications, the most important conditions are precision to make accurate observations and stability for long time use and minimized watching fatigue. Table 2.1 shows an explanation of the typical stereoscopic display methods. There are other stereoscopic display devices which have advantages as well as disadvantages. The combination of cathode ray tube monitors (or LCD) with shutter glasses is a widely proven method. Its main drawback is the need for synchronization between the display and the glasses, either by a cable or by an infrared link. Autostereoscopic displays avoid the necessity to wear glasses and the Fig 2.5 shows the different autostereoscopic displays. However, the range of movement is extremely limited as there are only a few defined positions in front of the screen to obtain a proper stereoscopic image as shown in Fig 2.6.
Table 2.1: Stereoscopic display methods
	Classification
	Display method
	Character (advantage or disadvantage)

	Binocular stereoscopic (use of special glasses)
	Anaglyph

Shutter based

Polarized-light
	Simple but cannot display full color
Some time change from left to right image (unstable)
 Bulkier than many alternatives, but does not reduce the information content of the picture

	Autostereoscopic
	Parallax barrier



Lenticular
Integral imaging
	Do not use special glasses, but low or reduced resolution display, and limited viewing angle or position








Fig 2.5 :Autostereoscopic displays

[image: ]
Fig 2.6: Diagram showing the 3 D viewing with autostereoscopic displays
Conclusion
The long hours of intensive work looking through an operating microscope have always been accepted as the price paid for working in this surgical subspecialty. Looking through microscope eyepieces, while performing a complex microsurgical reconstruction for hours sitting or standing relatively motionless often in uncomfortable positions, is not uncommon. It is not unreasonable to see how years of performing surgery under these strenuous physically demanding conditions could lead microsurgeons to prematurely retire from active practice, and in doing so, deprive the field of what could be their most fruitful years. The use of video technology in many surgical specialties is now considered routine. As an alternative to the operating microscope, advances in video technology can now permit the surgeon to view a microsurgical field on a video monitor in three dimensions as shown in Fig. 2.7 without the necessity of physically looking through the microscope eyepieces. The conventional microscope magnifies the operative field and brings it mechanically and stereoscopically into the surgeon's view.
[image: ]
Fig 2.7: 3 D technique in neurosurgery
The three-dimensional display of the surgical view also helps the novice surgeons and junior residents to understand the surgical procedures better. The recording of the three dimensional view and displaying it later can be used as an explanation tool for larger audience. “The 3D medium has been shown to increase test scores by 35 percent over 2D for learning human anatomy, according to recent studies by Texas Instruments, reinforcing the market for tools with the ability to work with stereoscopic video.” 




3 D in Endoscopy
While minimal access neuroendoscopic surgery is a rapidly growing field, adoption of new techniques is often hampered by a steep learning curve. One of the restrictions of endoscopic or endoscope-assisted surgery is the lack of binocular, or stereoscopic, vision. Monocular endoscopes and displays create a two-dimensional (2D) image which impairs depth perception and the ability to estimate size. Particularly in neurosurgery, where procedures are performed deep in the brain through long narrow corridors, impaired depth perception can be disastrous. Neuroendoscopic procedures, particularly transnasal skull-base procedures, are currently performed with 2D endoscopes that lack stereoscopic vision and depth of field as hown in Fig 3.1. In spite of the limitations of the 2D endoscope, neurosurgeons have been able to train their eyes, brain and hands to adapt to the lack of 3D vision. Nevertheless, it is likely that an effective high definition 3D endoscope would improve depth perception. This improvement may be particularly important for surgeons with limited 2D endoscopy experience. 
[image: ]
Fig 3.1: The existing endoscopic technique
Imaging techniques for 3 D Endoscopy
There are lots of image generation types existing to produce stereoscopic images in the endoscopy. They are:
1) Dual-channel
2) Dual-chip-on-the-tip
3) Shutter mechanism
4) Insect-eye technology

Dual-channel video
In this technology a dual-channel optical scope is connected to two video cameras and delivers two pictures that are displayed to the viewer on a stereoscopic display. An example to this is the system used in the Intuitive© robot, the DaVinci as shown in Fig 3.2.  Da Vinci surgical system has four arms. Three of the arms are for tools. The fourth arm is for an endoscopic camera with two lenses. The surgeon sits at the console and looks through two eye holes at a 3-D image of the procedure. The da Vinci System scales, filters and translates the surgeon's hand movements into more precise micro-movements of the instruments, which operate through small incisions in the body as shown in Fig 3.3. 
[image: ]
Fig 3.2: Da Vinci system
The advantage of this technique is that it displays a very bright, high-quality image generated from two 3-chip cameras. The disadvantages are common to many systems that implement similar techniques; the images generated by two scopes and two cameras are different not only in the picture angle, but also in brightness, color, optical distortion and sharpness. This commonly results in user side-effects such as fatigue, headache, dizziness and eye-strain. In addition, using current video and optics technology limits the size to a rather large, cumbersome camerascope complex. Also, producing an angled scope becomes a major technical challenge, especially if the scope is rotatable.
[image: ]
Fig 3.3: The diagram showing the surgeon operating in da Vinci system
Dual-chip-on-the tip
This closely related technology, developed and sold by Fujinon,uses dual channel video generated by two video chips that are mounted on the end of the scope. The two images created are digital, and bypass the disadvantages of the optic distortions created by the optic scope. However the problems with separated images still exist and the small distance between the chips enables to create a "weak" 3D effect due to disparity. This, to a certain extent, is what determines the accuracy and intensity of depth perception, and is determined mostly by the distance between the two sources of the image, which corresponds to the distance between our pupils. When the technical barriers allow a small distance, the picture generated has a weak 3D effect.
Shutter mechanism
This technology, used in the Storz 3D scope, relies on the fact that the camera is never absolutely still, and that minor angle changes occur between frames. The streaming video is thus divided by a shutter mechanism into two, slightly different steaming videos and when displayed on a stereoscopic display device a stereoscopic image is created. The advantages of this technology are that it can be generated using a single optic scope and there is no need to replace the whole system except for the camera and image processing unit. However, the small, unpredictable changes that are generated by the cameras instability create an image with low disparity, and the 3D perception is weak. In addition, the shutter mechanism creates a flicker that has user side effects similar to those that accompany dual-channel video. 
“Insect-eye” technology
In this technology, developed by VisionSense, a small start-up company, a microscopic array of lenses is placed in front of a single video chip on the end of the scope, similar to the structure of an insect eye. The lens array creates many small, slightly distorted images. When fed into a powerful image-processing computer, the images are divided into "left" and "right" images using a specialized algorithm, and a streaming stereoscopic video is generated. The advantages of this technology are that the image is generated from a single CCD, thus avoiding the differences between the two eyes, and that it is the first system to truly generate an image that contains volumetric information about the observed space. This ability harbors the potential of creating hybrid images using other information, like pre-operative CT or MR or online imaginf, and manipulating the image in many ways. The disadvantage is currently lower picture intensity and system instability.
Factors required for neurosurgery endoscopy
1) Illumination is not usually a problem: A Bright Xenon arc-lamp illuminates the scene via a fiber-optics bundle.
2) High depth-of field (DOF) is essential: Objects must be in focus within a range of few millimeters to several centimeters.
3) Very wide field-of-view (FOV) from 70± to 140±.
4) Smallest possible camera diameter: To minimize the incision for camera insertion and reduce the disturbance to the surgical tools.
5) Video images are utilized as a part of a feedback loop: The surgeon uses the information he sees in real time. The most important information are anatomic and pathologic markers as well the position of the surgical instruments relative to the tissue. 
3 D imitations for earlier endoscopes
1) The first generation 3D systems based on dual CCD cameras or rapidly alternating views had poor resolution and other negative effects on the surgeon’s senses (e.g., headache, dizziness, disorientation).
2)  The use of dual system or scopes increases the diameter. There is also lack of angled endoscopes. 
3) The surgeons need to wear 3-D glasses, which permit 3-D sensation only at certain viewing angles. 
“Insect-eye” technology in neurosurgery
The larger diameter and low resolution of the first generation makes them unsuitable for neurosurgery. The “Insect-eye” technology is a promising new technique for neurosurgery applications because of its high resolution and use of miniature cameras.
The idea of a stereoscopic camera based on a lenticular array (“integral fly-eye”) was first proposed by the French physicist G. Lippmann. The Visionsense adaptation of this stereoscopic plenoptic camera is shown in Fig 3.4: The imaging objective is represented by a single lens (L) with two pupil openings at the front focal plane (P). This setup generates a telecentric objective, in which all the rays passing the center of each pupil emerge as a parallel beam behind the lens. The CCD chip is covered by a lenticular array (LA) — an array of cylindrical microlenses with zero power axis perpendicular to the paper plane. Each lenticule covers exactly two pixel-columns. Rays that pass through a point at the left aperture (l) are emitted as a parallel beam (dashed lines in the drawing) after the imaging lens. These rays are focused by the lenticular-array on the pixels on the right side under the lenslets (designated by dark rectangles). Similarly, rays that pass through the right aperture (r) (dashed-dotted lines) are focused by the lenslets on the left (“dark”) pixels. Thus a point O on the object is imaged twice: Once trough the upper aperture generating an image on pixel o1, and once through the lower pupil generating an image on pixel o2. The pixels o1 and o2 are upper and lower views (in the real world — left and right views) of the point O on the object. The distance between pixels of the left view to that of the right view (disparity) is a function of the distance of the corresponding point from the camera.

[image: ]
Fig 3.4: Visionsense stereoscopic camera scheme

A plenoptic camera can take advantage of the small pixel sizes enabled by the new VLSI design rules to encode a stereoscopic image on the image processor. Thus the surplus sampling frequency can be converted to an essential depth indication for the surgeon. In the plenoptic camera there are two imaging systems:
1) The imaging objective which has a high f(in the range of 8–20), and therefore having a large (several pixels wide) PSF.
2) The lenticular array with a low f— on the order of 1.5, which enables a focusing of the light into one pixel.
The light penetrates through the pupils (Pleft and Pright) and focused by the imaging objective. The imaging objective PSF (dotted line) is significantly wider then a lenslet as shown in Fig 3.5. In comparison, the focus of a lenslet (which is in fact the image of a pupil), is smaller than a pixel width. Thus a portion of the image, which is projected across a lenticule (of width of two pixels), is refocused into a single pixel column of the sensor. The visual data from the sensor is then processed by software that reconstructs the stereoscopic image.

[image: ]
Fig 3.5: point spread functions in Visionsense stereoscopic camera

The Visionsense plenoptic visualization system provides high resolution stereo images from a compact device. The small, single camera dual aperture device provides true stereo vision, with an efficient usage of image-sensor area. This technology can be used to take advantage in applications that demand high quality images from miniature cameras. So, this visualization technique is being used in neurosurgery applications.
Conclusion
The advancement of endoscopic transnasal skull base surgery requires high-resolution, precise, real-time visualization. Three-dimensional endoscopy represents an important potential development to aid visualization. When assessed directly against standard 2D endoscopic visualization, 3D was the preferred method for surgeons, both practicing and in-training. “Adding binocular vision through novel 3D imaging and rendering technology to endoscopic approaches has the potential to reduce mistakes in movement, provide more visual anatomic cues by more clearly illuminating depth relationships, and reduce learning curves for novice surgeons”. 


3 D in Neuroimaging
The neuronavigation systems have become standard tools for planning and guidance of surgery of both spine and brain. These systems make use of MRI or CT multislice images and produce 3 D models for this purpose. In this chapter, we will discuss about the basics of MRI (magnetic Resonance Imaging) and CT (Computed Tomography) and then production of 3 D images. A 3D data set can be formed either by stacking slices (multi-slice acquisition) or by acquiring the data in the 3D Fourier domain. 
Basics of MRI
The MRI machine consists of:
1) A magnet
2) Radiofrequency coil
3) Gradient coils
[image: ]
Fig: MRI system
The MRI signal arises from protons in the body, primarily water, but also lipid. The patient is placed inside a strong magnetic field, which produces a static magnetic field typically more than 10,000 times stronger than the earth’s magnetic field. Each proton,  being a charged particle with angular momentum, can be considered as acting as a small magnet. The protons align in two configurations, with their internal magnetic field, aligned either parallel or antiparallel to the direction of the large static magnetic field, with slightly more in the parallel state. The protons precess around the direction of the magnetic field and the frequency of precession is proportional to the strength of the static magnetic field. Application of a weak radiofrequency (RF) field causes the protons to precess coherently, and the sum of all the protons of precessing is detected as an induced voltage in the tuned detector coil. 
Magnetism of the body
Most frequently, the MR (Magnetic resonance) signal is derived from hydrogen nuclei (meaning the atomic nuclei in the hydrogen atoms). Most of the body’s hydrogen is found in the water molecules. Few other nuclei are used for MR. Hydrogen nuclei (also called protons) behave as small compass needles that align themselves parallel to the field. This is caused by an intrinsic property called nuclear spin (the nuclei each rotate as shown in Fig 4.1). By the “direction of the nuclear spins” we mean the axis of rotation. The protons are randomly aligned and there is no net magnetization.
[image: ]
Fig 4.1: Alignment of protons in human body

	When a strong magnetic field B0 (1.5 T) is applied in the z- direction, the protons align themselves in parallel and anti-parallel direction and precess around the magnetic field with a particular frequency called Lamor frequency. The parallel protons are more in number when compared to anti-parallel protons because of their lesser energy of magnetization. Thus there will be a net magnetization proportional to the difference in the number of parallel and anti-parallel protons. The net magnetization will be in the z-direction which is the direction of applied magnetic field as shown in Fig 4.2.
[image: ]
Fig 4.2: The net magnetization when magnetic field is applied
	When a radio frequency pulse is given, the net magnetization move from its equilibrium position so it no longer points along the magnetic field, it will subsequently precess around the field and the net magnetization shift to y-direction as shown in Fig 4.3.
The radio frequency is applied at the above mentioned frequency. Radio waves are magnetic fields that change direction in time. The powerful stationary field pushes the magnetization so that it precesses. Likewise the radio waves push the magnetization around the radio wave field, but since the radio wave field is many thousand times weaker than the static field, the pushes normally amount to nothing. Because of this, we will exploit a resonance phenomenon: By affecting a system rhythmically at an appropriate frequency (the systems resonance frequency), a large effect can be achieved even if the force is relatively weak. A well-known example: Pushing a child sitting on a swing. If we push in synchrony with the swing rhythm, we can achieve considerable effect through a series of rather weak pushes. If, on the other hand, we push against the rhythm (too often or too rarely) we achieve very little, even after many pushes.
[image: ] 
Fig 4.3: change in magnetization when RF pulse is applied
With radio waves at an appropriate frequency (a resonant radio wave field), we can slowly rotate the magnetization away from equilibrium. “Slowly” here means about one millisecond for a 90 degree turn, which is a relatively long time as the magnetization precesses 63 million turns per second at 1.5 tesla (the magnetization rotates 63 thousand full turns in the time it takes to carry out a 90 degree turn, i.e., quite a lot faster). Eventually it will return to equilibrium (relaxation), but it takes a relatively long time on
this timescale (e.g. 100 ms). Meanwhile, radio waves at this frequency are emitted from the body. We measure and analyze those. 
Notice: The position of the nuclei in the body does not change - only their axis of rotation.
The strength of the radio waves that are emitted from the body depends on the size of the net magnetization and on the orientation. The greater the oscillations of the net magnetization, the more powerful the emitted radio waves will be. The signal strength is proportional to the component of the magnetization, that is perpendicular to the magnetic field (the transversal magnetization), while the parallel component does not contribute (known as the longitudinal magnetization). 
If the net magnetization points along the magnetic field (as in equilibrium, to give an example) no measurable radio waves are emitted, even if the nuclei do precess individually. This is because the radio wave signals from the individual nuclei are not in phase, meaning that they do not oscillate in synchrony perpendicular to the field. The contributions thereby cancel in accordance with the net magnetization being stationary along the B0-field (there is no transversal magnetization).
The interactions happening at near-collisions between nuclei give rise to the magnetization constantly approaching the equilibrium size. This is called relaxation. The speed at which relaxation occurs depends on the protons interactions with their neighbors, which in turn depends on the firmness of the substance (the consistency). It is the difference in consistency and the presence of large molecules that limit the waters free movement, which causes most of the contrast we see in MR images.
The relaxation occurs on two different time scales: The magnetization perpendicular to the magnetic field (the transversal magnetization) often decreases relatively rapidly, while it can take considerably longer to recover the magnetization along the field (the longitudinal magnetization) as shown in Fig 4.4.
1) The transversal magnetization (Mxy) decreases exponentially on a timescale T2 (e.g. around 100 ms for brain tissue. Several seconds for pure water).
2) The longitudinal magnetization (Mz) approaches equilibrium M0 on a timescale T1 (for example approximately 1 s for brain tissue. Several seconds for pure water).
The relaxation times depend on the mobility of the molecules and the strength of the magnetic field.
[image: ]
Fig 4.4: relaxations T1 and T2
Weightings
The contrast in an MR-image is controlled by the choice of measuring method. For example, we call an image T2-weighted if the acquisition parameters are chosen so the image contrast mainly reflects T2-variations. One must understand, however, that even in a heavily T2-weighted image, the contrast will often reflect more than just T2-variation. To provide an example, variation in water content always results in some contrast. The echo time, TE, is the period from we rotate the magnetization into the transversal plane until we decide to measure the radio waves. Meanwhile, a loss of magnetization and signal will occur due to T2-relaxation. The echo time is thus the period within the measurement which gives T2-weighting in the images. A long TE compared to T2 will thus result in considerable T2-contrast, but only little signal. The greatest sensitivity to T2-variation will be achieved when TE ~=T2. Often, we will repeat similar measurements several times, e.g. once per line in an image.
The repetition-time, TR, is the time between these repetitions. Every time we make such a measurement, we (partially) use the longitudinal magnetization present (the magnetization is rotated into the transversal plane which results in emission of radio waves while the transversal component gradually disappears). If we use the magnetization often (short TR), every repeat will therefore only produce a small signal. If, on the other hand, we wait longer between repetitions (long TR), the magnetization will nearly recover to equilibrium between repetitions. If the magnetization is completely rebuilt between measurements for all types of tissue in the scanner, meaning if TR is significantly longer than the maximum T1, the T1-contrast will disappear. 
Thus, we may conclude that using a long TR results in limited T1-weighting but a strong signal. If we apply a shorter TR, the signal is reduced for all types of tissue, but the signal becomes more T1-weighted, meaning that the images will be less intense, but with a relatively greater signal variation between tissues with differing T1. So, we can summarize as follows:

1) T1-weighted images are made by applying short TR and short TE, since T1 contrast is thereby maximized and T2 contrast is minimized. An example is shown in Fig 4.5
2) T2-weighted images are made by applying long TR and long TE, since T1 contrast is thereby minimized and T2 contrast maximized. An example is shown in Fig 4.6.
[image: ]
Fig 4.5: A T1-weighted image
[image: ]
Fig 4.6: A T2 weighted image
Slice selection
By using gradient coils, the magnetic field strength can be controlled so that it, for example, increases from left to right ear, while the direction is the same everywhere (along the body). This is called a field gradient from left to right. By making the field inhomogeneous in this way, the resonance frequency varies in the direction of the field gradient. If we then push the protons with radio waves at a certain frequency, the resonance condition will be fulfilled in a plane perpendicular to the gradient as shown in Fig 4.7. The spins in the plane have thus been rotated significantly, while spins in other positions simply vibrate slightly. Thus we have achieved slice selective excitation of the protons and a sagittal slice has been chosen. This can be repeated for selecting the coronal and axial plane by giving the field gradient to the corresponding perpendicular directions. 
[image: ]
Fig 4.7:slice selection in sagittal plane
Phase and frequency encoding
If one gradient coil is used for slice selection, the other two can be used one for phase encoding and the other for frequency encoding. The phase encoding result in all the protons precessing in the same frequency, but in different phases. The protons in the same row, perpendicular to the gradient direction, will all have the same phase. In frequency encoding, it modifies the Larmor frequencies in the horizontal direction throughout the time it is applied. It thus creates proton columns, which all have an identical Larmor frequency. The phase encoding is given before the data acquisition where as frequency encoding is given during data acquisition.
When the RF pulse given is removed, the magnetization return back to the equilibrium position and there will be rate of change of magnetic flux and the RF coil will be present in this changing magnetic flux and there will be a voltage induced in the coil due to Faraday’s law. The induced voltage is proportional to the strength of the magnetic field which produces the Magnetic resonance to happen and also the difference in the number of parallel and anti-parallel protons.
Sequences
A “sequence” is an MR measurement method as shown in Fig 4.8. Sequences include elements such as:
Excitation: Turning of the magnetization away from equilibrium. 
Dephasing: Field inhomogeneity causes the nuclei to precess at different speeds, so that the alignment of the nuclei – and thus the signal – is lost. 
[image: ]
Fig 4.8: MR measurement
Refocusing pulse:  After excitation and dephasing, part of the signal that has been lost due to inhomogeneity can be recovered. This is achieved by sending a 180-degree radio wave pulse (in this context known as a refocusing pulse) that turns the magnetization 180 degrees around the radio wave field. The effect is that those spins which precess most rapidly during dephasing are put the furthest back in evolution and vice versa (mirroring around the radio wave field causes the sign of the phase angle to be reversed). In the following “refocusing period” where the nuclei are still experiencing the same inhomogeneity, they will therefore gradually align again (come into phase). The lost signal is recovered, so that an “echo” is measured.
Readout: Measurement of MR signal from the body.
Waiting times: Periods wherein the relaxation contributes to the desired weighting.
K-space
After a phase roll has been introduced in the object by applying a gradient, the signal we receive is a measure of whether there is structure in the object matching the phase roll. Different phase roll patterns in the body are drawn one after the other. The resulting radio wave signals are recorded for each of the patterns. The size of the signal for a particular phase roll pattern tells us whether there is similarity to the structure of the body. Rather than showing arrows pointing in different directions, phase rolls will be shown as an intensity variation as in the second figure, where the color reflects the direction of the arrows. 
For each such pattern, a vector k is assigned, whose direction indicates the direction of change and whose length indicates the density of stripes as shown to the right. By applying gradients, we “draw” patterns in the patient, one by one, in a predetermined order specific for the chosen sequence. All directions of stripes and all densities of stripes are drawn up until a certain limit. As said, the returned radio wave signal depends on the similarity between object and pattern and it is registered as a function of k as shown in Fig 4.9.
[image: ]
Fig 4.9: k-space
The voltage signal obtained at different phase encoding and frequency encoding steps are arranged in a space called ‘k-space’ and the image is calculated by adding patterns together that are weighted by the measured MR-signal. The calculation of fast fourier transform of the k-space for example can provide us with the image as shown in Fig 4.10.
[image: ]
Fig 4.10: k-space and corresponding image 
3 D MRI
The three-dimensional MRI can be obtained by multi-slice imaging where different frequencies of radio frequency pulses are used within the time interval TR-TE. Then the images are stacked to obtain the three-dimensional MRI. The sequences used are spin-echo sequence and gradient echo sequence. In a classic “spin-echo-sequence” as shown in Fig 4.11, the magnetization is first rotated 90 degrees away from equilibrium through the use of radio waves. A short waiting period follows with dephasing caused by inhomogeneity. Subsequently the magnetization is turned an additional 180 degrees with radio waves. After a little more waiting time and refocusing, the signal is measured. This course is usually repeated. In multi-slice imaging there will be different frequencies applied and it depends on the ratio TR/TE.
[image: ]
Fig 4.11: spin-echo sequence
	The spin-echo sequence is time-consuming about 8 min and cannot be used for the abdominal imaging where the patient has to hold the breath. The gradient-echo sequence is used instead as there is no repetition of 1800 and a frequency gradient in the negative direction is used to de-phase as shown in Fig 4.12 and then the phase roll will gradually rewind until the spins are back in phase.
[image: ]
Fig 4.12: Gradient-echo sequence
3 D Model for neurosurgery
The three-dimensional models are created based on the parameters obtained form multi-slice images and they are used in neuronavigation techniques for planning the neurosurgery. The tumour is highlighted in the model with respect to the surrounding depending on the MRI signals as shown in the Fig 4.13.
[image: ]
Fig 4.13 3D Model
Basics of CT
CT enables the acquisition of two-dimensional X-ray images of thin “slices” through the body. Multiple images from adjacent slides can be obtained in order to reconstruct a three-dimensional volume. The basic principle behind CT is that the two-dimensional internal structure of an object can be reconstructed from a series of one-dimensional “projections” of the object acquired at different angles. In order to obtain an image from a thin slice of tissue, X-ray is collimated to give a thin beam as shown in Fig 4.14. The detectors, which are situated opposite the X-ray source, record the total number of X-rays that are transmitted through the patient, producing a one-dimensional projection. The signal intensities in this projection are dictated by the two-dimensional distribution of tissue attenuation coefficients within the slice. The X-ray source and detectors are then rotated by a certain angle and the measurements are repeated. This process continues until sufficient data have been collected to re-construct an image with high spatial resolution. Reconstruction of the image involves a process termed back projection. The reconstructed image is displayed as a two-dimensioanl matrix, with each pixel corresponding to the CT number of the tissue at the spatial location.
[image: ]
Fig 4.14: Components of CT
The signal intensity recorded at each detector depends on the attenuation coefficient and the thickness of each tissue that lies between the X-ray source and that particular detector and it can be represented as:
I=Ioe-μx
Where I=transmitted intensity of X-ray, Io=incident beam of X-ray on the surface, x=thickness of the object, e=Euler’s constant(2.718), μ= linear attenuation coefficient
There are three basic steps involved in obtaining CT and they are:
1) Scanning
2) Image reconstruction
3) Display of the image
Scanning
The motion of the X-ray source and the detector occur in two-ways: linear and rotational. M-linear steps were taken with the intensityof the transmitted X-rays being detected at each step. This produced a single projection with M data points as shown in Fig 4.15. Then both the source and detector were rotated by 180/N degrees, where N is the number of rotations in the complete scan, and a further M translational lines were acquired at this angle. The total data matrix acquired was therefore M X N points. 
[image: ]
Fig 4.15: projection
	The first generation CT scanner was of this form with one source and one detector and moved in steps to obtain the image and it is time consuming. Then came different generations and widely accepted form is that there is one X-ray source which produce a “fan-beam” of X-rays and then increased number of detectors as shown in Fig 4.16. 
[image: ]
Fig 4.16: A third-generation scanner
The backprojection algorithms generally assume that each line integral corresponds to a parallel X-ray path from the source to the detector. In the advanced generations, the geometry of X-rays is a fan-beam. Since, the X-ray beams are no longer parallel to one another, the data is resorted into a series of composite datasets consisting of parallel X-rays paths, from adjacent scanning position is used.
In the conventional CT systems, only one slice can be acquired at a time. If multiple slices are required to cover a large volume of the body, then the patient table is moved in discrete steps through the plane of the X-ray source and detector as shown in Fig 4.17. A single slice is acquired at each discrete table position, with an inevitable time delay between obtaining each image. This process is both time-inefficient and can result in spatial misregistrations between slices if the patient moves.
[image: ]
Fig 4.17: Multi-slice with conventional systems
The spiral, or helical CT was developed to overcome these problems by acquiring data as the table position is moved continuously through the scanner as shown in Fig 4.18. The trajectory of the X-ray beam through the patient traces out a spiral, or helix; hence the name. This technique represented a very significant advance in CT because it allowed scan times for a complete chest abdominal study to be reduced from about 10 min to 1 min. In addition, a full-three dimensional volume dataset could be acquired. 
[image: ]
Fig 4.18: spiral CT
Also, a three-dimensional vascular image dataset could be acquired very shortly after injection of an iodinated contrast agent, resulting in a significant increase in the SNR of the angiograms. Incorporation of this technology has resulted in three-dimensional CT angiography becoming the method of choice of diagnosing disease in the arteries and has been used in neurosurgery.  
A number of data acquisition parameters are under operator control, and one of which is called the spiral pitch p. The spiral pitch for multislice CT is defined as the ratio of table feed per rotation of X-ray source to the single-slice collimated beam width. The spiral pitch can be selected based on the application. 
In case of  multislice spiral CT the number of detector arrays increases like for 4-slice 4 arrays of CT detectors are used. Now, the new generation CT scanner include 256 slice CT. As the number of slices increases the three-dimensional reconstruction will be better.
Reconstruction
Image reconstruction takes place in parallel with data acquisition in order to minimize the delay between the end of data acquisition and the display of the images on the operator’s console. For each projection, the signal intensity of each detector depends on the attenuation coefficient and the thickness of each tissue that lies between the X-ray source and the particular detector and based on this the attenuation coefficient is assumed form the received intensity. 
The image reconstruction from a series of projections is done based on Radon transform. Each X-ray projection is expressed in terms of the Radon transform of the object being studied and the inverse Radon transform is used to reconstruct the image. The most common methods for implementing the inverse Radon transform use backprojection or filtered backprojection algorithms. The image is reconstructed as shown in Fig 4.19.
[image: ]
Fig 4.19 Image reconstruction
	After reconstruction, the image is displayed as a map of the tissue CT number, which is defined by
CT0=1000(μ0- μwater/μwater)
Where CT0 is the CT number in Hounsfield units and μ0 is the linear attenuation coefficient of the tissue. The information from a slice is used to create a two-dimenasional image and a full volume data set is used to create three-dimesnional images.
Display
The reconstructed image consists of CT numbers varying from +3000 to -1000. The image display screen typically has only gray levels and thus some form of nonlinear image windowing is used to display the image. Standard sets of contrast and window parameters exist for different types of scan. The Fig 4.20 represents the windowing method and two of the window parameters are window level (WL) and window width (WW). 
[image: ]
Fig 4.20: WL and WW
The term ‘window level’ represents the central Hounsfield unit of all the numbers within the window width. The window width covers the HU of all the tissues of interest and these are displayed as various shade of grey. Tissues with CT numbers outside this range are displayed as either black or white. Both the WL and WW can be set independently on the computer console and their respective settings affect the final displayed image. Fig 4.21 represents the same image data at different WL and WW.
[image: ]
Fig 4.21 an image with different WL and WW
3 D CT
The multi-slices obtained from the spiral or helical CT is used to reconstruct the three- dimensional images. Multi-slice spiral CT uses multiple arrays of detectors and can be used to image larger volumes in a given time, or to image a given volume in a shorter scan time, compared to single-slice spiral CT. The collimated X-ray beam can also be made thinner, giving higher quality three-dimensional scans. In multislice CT scanning, the effective slice thickness is dictated by the dimensions of the individual detectors, rather than the collimated X-ray beam width. Fan beam reconstruction techniques, in combination with linear interpolation methods, are used in multispiral CT. A typical three-dimensional CT image will be as in Fig 4.22.
[image: ]
Fig 4.22: a 3 D CT image
3D CT vs 3D MRI
	
	CT
	MRI

	Application
	Suited for bone injuries, Lung and Chest imaging, cancer detection.
	Suited for Soft tissue evaluation, e.g. ligament and tendon injury, spinal cord injury, brain tumors

	3 D
	With capability of MDCT, isotropic imaging is possible. After helical scan with Multiplanar Reformation function, an operator can construct any plane.
	MRI machines can produce images in any plane. Plus, 3D isotropic imaging can also produce Multiplanar Reformation.

	Image
	Good details about bony structures 
	Good tissue contrast for soft tissues 


Conclusion
. The MRI and CT images are used in neurosurgery for planning the surgery and also used in image guidance systems. The 3D models are formed from these imaging techniques and a better understanding of the pathology and the best possible surgical approach can be made possible. Spiral CT angiography yields enough topographical information for the accurate planning of stereotactic surgery for brain lesions. The intra operation MRI also helps in reducing the mistakes in the surgery. The three-dimensional imaging can also be used for training the novice neurosurgeons. 
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